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A B S T R A C T   

Application of thermocouple sets of various complexity as temperature sensors in porous materials can be 
accompanied with systematic errors related to the very high differences between the thermal conductivities of 
thermocouple forming metals and measured samples. Since the higher measurement uncertainties can then make 
some presumed utilizations of measured temperature fields questionable, this paper introduces an approach 
which can overcome this drawback. Using a computational model, it is able to separate parameters of particular 
constituents of the sample-thermocouple system that helps to filter out the systematic errors by means of 
extracting the pure material parameters. The applicability of the approach is demonstrated on a one-sided high- 
temperature heating experiment, in which the temperature field in a sample is monitored and subsequently used 
for the determination of thermal conductivity. The effect of the computational compensation procedure is found 
to be very significant. The up to 64 ◦C temperature differences between the raw data and corrected values can 
cause systematic thermal conductivity errors of up to 46%. Depending on temperature, the corrected thermal 
conductivity is then by up to 0.89 W m− 1 K− 1 lower.   

1. Introduction 

Thermoelectric properties of metal wires junctions have been known 
since the 19th century when the early history of thermocouples is dated. 
Since the first research and discoveries made by Seebeck, Oersted, 
Ampére, Becquerel and others [1], the thermocouples made a substan-
tial progress and became one of the key methods for measurement of 
temperature and temperature-related parameters in most scientific dis-
ciplines. The principle of a thermocouple is very simple: it produces a 
temperature-dependent voltage as a result of the thermoelectric effect. 
This voltage can be subsequently measured and interpreted to express 
the temperature. High accuracy, fast thermal response, wide operating 
temperature range, low costs, and high reliability belong among the 
most essential properties that have contributed to a broad utilization of 
thermocouples in the form of various temperature sensors [2,3]. 

In the field of building materials engineering, thermocouples are 
widely used for monitoring of thermal performance of materials, whole 
buildings, or their parts. Al-Naghi et al. [4] used thermocouples to 
perform a field test aimed at the investigation of thermal performance of 

walls made of autoclaved aerated concrete in order to make a compar-
ison with a wall made of hollow concrete block. Combining the ther-
mocouples with other equipment, such as weather stations, infrared 
cameras, heat flux meters or relative humidity sensors, they were able to 
obtain a detailed performance comparison of the walls studied. Ding 
et al. [5] used K-type thermocouples to monitor temperature field inside 
carbon fiber reinforced plastic composites to validate their three 
dimensional thermal model for the calculation of temperature distri-
bution when irradiated by a laser. The same type of thermocouples was 
used also by Bendouma et al. [6] who investigated hygric and thermal 
performance of various thermal insulation systems, both contact and 
ventilated, to assess risks of water vapor condensation. The nature of 
thermocouples, i.e. a combination of various metals, predisposes them 
to be used for high temperature measurements as well. Recording 
temperatures up to 1000 ◦C, Drozdzol [7] mounted a set of thermo-
couples to a chimney and an adjacent wooden construction that the 
chimney went through to evaluate fire risks in such a type of materials 
combination. During their experiment aimed at the measurement of 
temperature distributions in an oil-fired tunnel furnace, Lou et al. [8] 
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used thermocouples for temperature monitoring to avoid overheating of 
a refractory wall that might occur at 1260 ◦C. Arends et al. [9] attached a 
set of thermocouples in a wooden sample exposed to one-sided heating 
to record temperature during the experiment and couple it with the 
moisture transport. 

Besides a simple monitoring of thermal performance, the thermo-
couples can be used for gathering data that is further processed and 
evaluated to obtain various thermal parameters of materials investi-
gated. The determination of the thermal conductivity [10,11] or specific 
heat capacity [12] as a function of temperature can be mentioned as 
examples in that respect, being based on measuring temperature fields in 
a material sample and a subsequent solution of the inverse heat con-
duction problem. 

Since the thermocouples are made of metals, their thermal conduc-
tivity is much higher compared to porous building materials. It means, 
their insertion in a sample might go along with a substantial deforma-
tion of the temperature field and thus to a distortion of data provided, 
which was proved, e.g., by Cherepanov et al. [13] in their work aiming 
at the identification of factors affecting thermocouple measurements. 
The consecutive processing of data recorded, logically, has to reflect this 
distortion as the results obtained are affected by systematic errors. This 
phenomena, especially in case of building materials engineering, can be 
considered as the biggest shortage of this method, which is very reliable 
in other cases. Kong et al. [14], for instance, demonstrated that the 
temperature field determined using thermocouples might exhibit a dif-
ference of more than 20 ◦C when compared with the reconstructed 
temperature fields obtained using acoustic tomography and processed 
by various models. Looking for other techniques for determination of 
internal temperature fields, several researchers proposed ultrasonic 
methods. Ihara et al. [15] demonstrated their applicability on a steel 
plate. Unfortunately, as steel has similar thermal conductivity like the 
thermocouple wires, a conclusion about their use in porous building 
materials cannot be made. Moreover, they used thermocouple data itself 
for a validation of the method proposed. An influence of a thermocouple 
on heat flux through a sample was mentioned by Wen et al. [16]. 
Depending on the thermocouple position, they reported differences in 
heat flux vs. time functions when compared to results obtained using the 
smoothing technique proposed. 

Despite the aforementioned shortages, the application of thermo-
couples in building materials research is still very advantageous. The 
destructive nature of the testing procedure does not play a significant 
role here as the thermocouples are purposely built in samples that are 
produced primarily for an experimental investigation. Additionally, the 
possibility for their insertion without drilling, e.g. in case of materials 
that undergo a hardening process, represents another argument against 
the thermocouples’ disadvantages. The problem of the temperature field 
distortion, originating from different thermal conductivities of porous 
materials and metals, remains the most important issue that has to be 
dealt with. This issue, however, concerns also other methods for deter-
mination of thermal conductivity, which has been, among others, 
pointed out by Nabil and Khodadadi [17], who analyzed a transient 
hot-wire technique. It is therefore believed that the proposed technique 
is worth investigating instead of searching for other methods, such as 
ultrasound or acoustic tomography, that could possibly replace the 
thermocouples. 

This paper introduces a new approach for reduction of systematic 
errors that accompany an experimental determination of temperature 
fields in porous samples using thermocouples, which also includes the 
subsequent data processing. The applicability of this approach is 
demonstrated on a porous cement based sample that is exposed to high 
temperatures during a one-sided heating experiment. The temperature- 
dependent thermal conductivity of the sample is evaluated on the basis 
of the measurement of temperature field and subsequent solution of the 
inverse heat transport problem. The thermal conductivity calculated on 
the raw-experimental-data basis is compared with that obtained by 
means of the temperature distribution corrected using a three- 

dimensional computational modeling of the heat transport. Finally, 
the contribution of this approach to the systematic errors reduction is 
evaluated. 

2. Materials and methods 

2.1. Samples 

The samples studied had dimensions of 70 mm × 70 mm × 140 mm. 
They were made of a hydraulic binder with a high content of alumina 
(Blaine fineness 3700–4500 cm2 g− 1, chemical constituents by XRF: 
Al2O3 = 68.5%, CaO = 31.0%, SiO2 = 0.8%, Fe2O3 = 0.4%), fireclay 
aggregates (chemical constituents by XRF: SiO2 = 54.0%, Al2O3 =

41.7%, Fe2O3 = 1.3%, TiO2 = 1.5%) of various fractions, and water. The 
composition of the mixture is summarized in Table 1. After the samples 
had been cast, they were cured for 28 days. 

2.2. System of thermocouples 

A chromel-alumel (K-type) thermocouple system was manually 
prepared to be built in the sample to monitor temperature distribution 
during a one-sided heating experiment. The designed set of thermo-
couples was made of one unsheathed chromel core wire (d = 1.2 mm) 
and twelve unsheathed alumel side wires (d = 1.2 mm) attached to it in 
different positions using a silver solder. Therefore, it was able to mea-
sure temperatures up to 1260 ◦C in twelve different positions across the 
sample investigated. Since the wires are without coating, the thermo-
couple is able to respond to temperature changes very quickly (tresp <

1.0 s). Fig. 1 shows the positions of the particular wires, together with 
the computational representation of the set. The sample with built-in 
thermocouples is depicted in Fig. 2. During the casting process, the 
ends of thermocouple wires outside the mold were fixed using clips to 
ensure the spatial stability before the mixture setting. This was impor-
tant especially when the sample was compacted by vibrating to ensure a 
full contact of the wires with the body of the sample. 

It should be noted that the thermocouple set depicted in Fig. 1 was 
prepared “ad hoc” because such a product is not available at the com-
mercial market. Therefore, it does not fully conform with the stan-
dardized thermocouple sensors. The multiple wires arrangement or their 
thickness can be mentioned in particular. This corresponds to a fact, that 
the thermocouple set is primarily designed to be built in a cement-based 
sample within the casting procedure, so that the additional drilling due 
to the sensors insertion could be omitted. The increased thickness of the 
wires is therefore essential to avoid their spatial instability, deformation, 
or even breaking during the casting procedure. On the other hand, it 
goes along with an increased thermal bridging which might be a source 
of additional measurement errors. Compensatory techniques should 
therefore complement the measurement as it will be described later in 
this paper. 

Data provided by a K-type thermocouple are generally considered 
very precise and consistent [18]. However, as this thermocouple set has 
a specific structure of a multi-thermocouple and it was prepared in 
laboratory conditions, it does not represent a standard piece of an in-
strument. Therefore, a control calibration procedure was performed 
prior to the experiments, being supposed to verify the thermocouple 
applicability and functionality. Such a procedure was also supposed to 
exclude any malfunctions, that may exist due to a presence of inclusions, 

Table 1 
The composition of the mixture for the samples preparation.  

Constituent Dosage [kg⋅m− 3] 

High alumina cement 500.0 
Fireclay aggregates 0/0.5 770.0 
Fireclay aggregates 0.5/1 730.0 
Water 337.5  
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as the soldering of the side wires was carried out in standard (non--
protective) environment. Within this calibration, the whole sample was 
placed in the furnace, being exposed to selected constant temperatures 
for time periods long enough to reach a steady state. The steady-state 
values of thermoelectric voltage recorded on particular thermocouples 
were then compared with the temperature in the furnace, yielding a 
voltage/temperature conversion factor. Four different temperatures 
were selected for the calibration procedure, and the obtained conversion 
function was compared with the standard function for K-type thermo-
couples [19]. Because of the limited temperature resistance of the con-
necting wires between the thermocouple set and the data logger, all the 
temperatures must have been lower than 260 ◦C. Moreover, it has been 
reported that an application of K-type thermocouple above 200 ◦C might 
be destructive [18] due to some irreversible changes that might occur 
(oxidation in particular). Although it does not mean that the thermo-
couple cannot be used anymore, the measurement errors can be higher 
with an increasing number of applications. This fact represented an 
additional justifying argument for the calibration at lower temperatures. 
The other values were then extrapolated using a linear function which 
was in an agreement with the standard calibration function of K-type 
thermocouples in the range of 20–1100 ◦C [19]. 

2.3. One-sided heating experiment 

In the one-sided heating experiment the temperature field was 
recorded as a function of time using the thermocouple set built in the 
sample until the steady state was reached. The obtained data provided 
thus information on both transient and steady state heat transfer. The 
transient temperature profiles were then processed by means of solving 
the inverse problem of heat conduction to determine thermal conduc-
tivity as a function of temperature, λexp(T). The methodology was 
described in detail by Černý and Vejmelková [10]. Unfortunately, there 

was a good reason to believe that the raw temperature data were not 
accurate enough. The high difference between the supposed thermal 
conductivity of the porous sample and the thermocouple wires was, 
apparently, a source of systematic errors which deformed the tempera-
ture field. Furthermore, the assumption of the unidirectional heat 
transfer mode adopted in the inverse heat transfer problem solution [10] 
is impossible to ensure practically, even if the experimental setup is 
designed to fulfill these conditions (one-sided heating, shape ratio of the 
sample, side walls insulations, etc.) as much as possible. Therefore, a 
computational technique (described in Sections 2.4 and 2.5) was used to 
correct the uncertainties in temperature measurement. 

The experiments were performed using a laboratory furnace (type 
1013 L, made by Clasic CZ) of which door had been modified to 
accommodate the sample. Adding an extra insulation layer, the thick-
ness of the door was adjusted to 140 mm which corresponded to the 
length of the sample (see Fig. 3a). This was one of the essential factors 
that conditioned the approximation to the one-dimensional heat transfer 
mode throughout the sample. However, the real transfer mode will al-
ways be multidimensional, especially when the thermocouple arrange-
ment is spatial. However, these discrepancies can be accommodated and 
treated within the computational modeling aimed at the reduction of 
systematic errors. 

Once the furnace temperature reached 1100 ◦C, the solid door was 
replaced by that with the sample, so that the heat transfer was initiated. 
The particular wires of the thermocouples were connected to a data 
logger MS6D made by Comet (see Fig. 3b) and the thermoelectric 
voltage values were continuously recorded, being converted to tem-
perature values. The scheme of the thermocouple positions and 
boundary conditions is depicted in Fig. 4. The heat transfer coefficient, 
αe = 6.47 W m− 2 K− 1, used in the calculations on the exterior side was 
taken from a previous research [20]. On the other hand, the heat transfer 
coefficient in the furnace is very specific as it takes several heat transfer 
modes into consideration, the radiation in particular. Therefore, a pre-
cise determination of this coefficient was performed separately by 
means of a detailed analysis of surface temperature evolution. The initial 
temperature of the sample corresponded to the temperature in the lab-
oratory (25 ◦C). 

2.4. Computational modeling of heat transfer 

A 3-D computational modeling procedure was used to calculate the 
temperature distribution across the sample during the experiment. Being 
formed of 35,599 nodes and 190,381 tetrahedral elements to accom-
modate all the tiny details of the thermocouples, the model was sup-
posed to represent an exact replica of the experiment, including the 
initial and boundary conditions, as described in Section 2.3. The 
computational mesh with a part of the sample being cut off for a better 
illustration is depicted in Fig. 5. 

The distribution of temperature inside the sample-thermocouple 
system was modeled using the three-dimensional heat transport equa-
tion 

Fig. 1. The thermocouple set used in the experiments including its computational representation.  

Fig. 2. The reference sample and the sample with built-in thermocouples.  
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where ρi = ρi (T) [kg⋅m− 3] is the bulk density as a function of temper-
ature, ci = ci(T) [J⋅kg− 1⋅K− 1] the specific heat capacity as a function of 
temperature, T = T(x, y, z, t) [K] the temperature as a function of space 
and time, t [s] the time, and λi = λi(T) [W⋅m− 1⋅K− 1] the thermal con-
ductivity as a function of temperature. The subscript i refers to particular 
components of the sample-thermocouple system. Since the sample has a 
porous structure, other heat transfer modes besides conduction are to be 
taken into account as well. Its thermal conductivity must be therefore 

understood as an effective value that considers all these modes. 
The heat transport equation (1) was then solved numerically using 

the finite element method. The material parameters required for the 
modeling are summarized in Table 2 [21] and Figs. 6 and 7. Specific heat 
capacity of the sample was determined using the differential scanning 
calorimetry (Labsys™ Evo DTA/DSC made by SETARAM Inc.). Based on 
the thermogravimetric method, the same device was used also to 
calculate bulk density as a function of temperature. 

2.5. Principles of experimental data correction 

The determination of the effective thermal conductivity, λexp(T), 
based on a one-sided heating experiment involves processing of the 
experimentally measured temperature field by a relatively simple 
computational technique [10]. Therefore, it might seem very advanta-
geous. It is though important to realize, that the thermocouple-based 
measurement technique distorts the temperature field due to the metal 
wires presence, so the calculated data based on the distorted tempera-
ture field contains a systematic error. In order to overcome this serious 
drawback of the, in other respects, reliable method, a 3-D computational 
model of the experiment was designed to perform an inverse analysis of 
the distorted temperature field with respect to the particular materials in 

Fig. 3. (a) The modified furnace door with the sample accommodated, (b) the thermocouple-data logger connection.  

Fig. 4. Scheme of the one-sided heating experiment including the positions of temperature sensors.  

Fig. 5. Computational model of the sample with built-in thermocouples.  

Table 2 
Material properties.  

Material Bulk density 
[kg m− 3] 

Thermal conductivity [W 
m− 1 K− 1] 

Specific heat capacity 
[J kg− 1 K− 1] 

Chromel 8610 see Fig. 6 235–510 
Alumel 8500 235–510 
Sample see Fig. 7 the objective of the 

modeling procedure 
see Fig. 7  
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the sample-thermocouple system. 
The main objective of the modeling procedure is to exploit the in-

verse analysis to estimate such a thermal conductivity vs. temperature 
function, λs(T), of the sample tested, that in an interaction with the metal 
wires provides the same temperature distribution as the experimental 
measurement. Since the computational model is supposed to be an exact 
replica of the experiment, i.e., it contains the sample with the built-in 
thermocouple set of known material parameters, it is able to deform 
the temperature field in the same way like it is deformed in the real 
experiment. However, the crucial advantage of the model is its ability to 
distinguish between the particular materials of the sample- 
thermocouple system, so it can extract the thermal conductivity of the 
pure sample, λs(T). Such a thermal conductivity function found by the 
modeling procedure can be then understood as more accurate as the 
systematic errors are substantially reduced. 

Once the thermal conductivity function, λs(T), is determined 
computationally, it is compared with the λexp(T) function, obtained 

using the processing of the raw experimental data. In this way, the 
contribution of the model from the point of view of the accuracy 
improvement and systematic errors reduction can be quantified. 

To find the thermal conductivity function, λs(T), computationally 
within the inverse analysis, it is highly advantageous to use an advanced 
seeking technique to avoid trial-and-error procedures which would be 
very time demanding. The genetic algorithms [22] were therefore 
exploited for this purpose. This technique is very versatile and has been 
successfully involved in various tasks in the field of building materials 
engineering [23–26]. It adopts processes related to an evolution of living 
species and transfers them to the artificial intelligence theory to find the 
best solution. The genetic algorithm GRADE [27] was used for this 
purpose, which was developed at the Department of Mechanics, Faculty 
of Civil Engineering, Czech Technical University in Prague to solve 
identification and optimization problems in the field of structural design 
and mechanics [28,29]. The source code of the algorithm was slightly 
modified during implementation to be capable of solving heat and mass 

Fig. 6. Thermal conductivity of chromel and alumel wires as functions of temperature.  

Fig. 7. Specific heat capacity and bulk density of the sample as functions of temperature.  
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transfer problems. It works with real-coded vectors that represent 
candidate solutions to the optimization problem, where the vector 
dimension corresponds to the number of optimized variables. The al-
gorithm uses three genetic operators, i.e., mutation, cross-over, and 
selection, which are mathematically defined as vector operations. The 
detailed description of these operators is given in the documentation 
[27]. 

Assuming that there exists a virtual model M that describes a physical 
experiment E with a sufficient accuracy, in other words that 

M ≈ E, (2)  

yE ≈ yM = M
(
xM)

, (3)  

then it can be written that 

yE ≈ M
(
xM)

, (4)  

where yE and yM correspond to the experimental and simulation outputs 
(temperature distributions), respectively, and xM represents input pa-
rameters of the computational model, λs(T) in particular. Eq. (4) can be 
used for the definition of the fitness function F to evaluate the quality of 
each candidate solution x = xM as 

F(x)=
⃦
⃦yE − M

(
xM)⃦

⃦. (5) 

As the root mean square error (RMSE) can be considered as a suitable 
method for the assessment of the difference between observations and 
predictions in computational modelling, Eq. (5) can be rewritten as 

F(x)=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(yE
i − yM

i )
2

n

√

(6)  

to define the fitness function in this research. In Eq. (6), y1
E, y2

E, …, yn
E 

denote observed (experimental) values, while y1
M, y2

M, …, yn
M represent 

predicted (simulated) values and n is the number of observations, i.e., 
values of temperature obtained for a given position at a given time. 
Here, unlike the traditional optimization techniques where higher 
means better, the lower value of fitness F indicates higher quality of the 
candidate. The best candidate is, therefore, that with F(x) = 0. However, 
such a candidate exists only theoretically as there are noises due to 
measurement errors and/or model limitations and restrictions. Anyway, 
seeking for the lowest F(x) determines the objective functions which can 
be expressed as minimization of the fitness function 

minF(x)=min

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(yE
i − yM

i )
2

n

√

. (7) 

In the light of the aforementioned theory, each candidate solution x 
in this optimization problem is defined by a 6-dimensional vector that 
encodes the λs(T) function. Each component of that vector represents a 
functional value (thermal conductivity) that needs to be combined with 
user-defined x-coordinate (temperature). These coordinates are given at 
the beginning of the optimization procedure to cover a desired tem-
perature range and remain unchanged during the optimization proced-
ure. In this way, six control points for each λs(T) function are generated, 
while the last control point corresponds to the experimentally deter-
mined value of thermal conductivity of the sample at room temperature, 
λ25 = 1.1617 W m− 1 K− 1 (see Fig. 8). Before the computational simu-
lation, each set of control points needs to be transformed to form a 
smooth and continuous λs(T) function in the entire domain of definition 
(temperature range). Such preprocessing, i.e., transformation of x to 
λs(T), is carried out mathematically using a piece-wise spline function 
outside the genetic algorithm, being motivated by achieving a reason-
able compromise between computational time, convergence rate, and 
solution accuracy. The number of control points depends on available 
computational power, complexity of the mathematical model and size of 
the domain that is subject to the numerical approximation. As the 

number of optimized variables determines the size of population used in 
the genetic algorithm, i.e., the number of candidate solutions that 
interfere with each other and evolves during the optimization proced-
ure, it is essential to find a reasonable representation of thermal con-
ductivity vs. temperature function that will sufficiently describe the 
physical parameter with as low as possible requirements for the number 
of input variables. It is believed that six variables in a combination with 
one experimental value and the above mentioned transformation is 
adequate to find a solution with a reasonable accuracy. 

The overall flowchart of the solution strategy is depicted in Fig. 9 for 
a better comprehensibility. The abbreviation GA used in the flowchart 
stands for the genetic algorithms. 

3. Results and discussion 

3.1. Calibration procedure 

The objective of the calibration procedure was to demonstrate the 
ability of the atypical thermocouple set to measure temperature in a 
real-world application. Besides that, the gathered data were used to 
determine the conversion function of the K-type thermocouple set and to 
compare it against the standard data published by NIST [18]. The cali-
bration procedure consisted of several steady state measurements for 
which the temperature vs. thermoelectric voltage function was plotted. 
For each steady state temperature, the average thermoelectric voltage 
from 12 thermocouple joints was calculated and the compensation of the 
cold junction was done. The thermoelectric voltage vs. temperature 
function obtained during the calibration procedure is shown in Fig. 10. 
Since the calibration was carried out for the temperature range between 
50 and 200 ◦C only, the remaining data was extrapolated using a linear 
approximation. The voltage variations determined for the individual 
steady state temperatures and extrapolated data provided a background 
for an uncertainty analysis as well, being classified as an uncertainty of 
the type B. The highest difference was reached at 1100 ◦C, which cor-
responded to the maximum of the temperature range investigated, 
yielding a thermoelectric voltage difference of 1.39 mV. The relative 
calibration error was found to be lower than 3.2% T [K], which is a 
higher value than produced by standard K-type thermocouples, but such 
an agreement can be still considered as very good, enabling further 
thermocouple set applications. 

3.2. Experimental results 

The temperature field in the sample was monitored continuously 

Fig. 8. Experimental determination of thermal conductivity of the reference 
sample at room temperature using a transient heat pulse method. 
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every 10 s in twelve thermocouple joints in the sample as depicted in 
Fig. 4. The temperature distribution in four different times was then 
selected for further analysis, capturing the temperature increase grad-
ually within the transient heat transfer mode. The last profile, recorded 

after 1200 s of heating, shows that the heat wave still did not reach the 
opposite side of the sample (see Fig. 11), which is an important 
assumption for the solution of the inverse heat conduction problem. 

All the data measured are provided with the results of uncertainty 

Fig. 9. The solution strategy.  

Fig. 10. The calibration procedure results including a comparison with NIST data.  
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analysis combining the uncertainty of the type B (based on the de-
viations identified within the calibration procedure in Section 3.1) and 
of the type A, which was taken from the NIST dataset. The uncertainty 
found was then extended using a coverage factor, k = 2, to obtain a 
~95% level of confidence. The average uncertainty was 8.9% which 
could be considered as an acceptable value for this kind of experiments 
and thus a starting point accurate enough for the subsequent computa-
tional modeling procedure. 

3.3. Temperature distribution fitting 

As it was mentioned in Section 2.3, dealing with the determination of 
the heat transfer coefficient on the sample’s side in the furnace prior to 
the temperature distribution fitting is of a great importance; this coef-
ficient has a direct impact on the amount of heat transferred to the 
sample and thus on the rate of heating. Since the mathematical model 
used for the temperature distribution modeling assumes the conductive 
mode only while the heat exchange in the sample-furnace system in-
volves radiation and convection as well, a so-called effective value must 
be identified that considers all the aforementioned modes. To overcome 
this issue, a sensitivity analysis of the heat transfer coefficient was 
performed and the experimental and computational surface temperature 
evolutions were compared (Fig. 12). 

It can be seen in Fig. 12, that the whole issue with the heat transfer 
coefficient is not as simple as it might look at the first glance. Since the 
radiative constituent of the coefficient is changing gradually with the 
change of the surface temperature, the coefficient is not constant [30, 
31]. Obeying the generally known formula [32]. 

αf = εσ
(
T4

s − T4
sur

)

(Ts − Tsur)
= εσ

(
T2

s + T2
sur

)
(Ts +Tsur), (8)  

one can at least estimate a range of values that is possible to obtain to 
verify the correctness of this approach. In Eq. (8), ε [− ] stands for the 
emissivity, σ = 5.67 × 10− 8 W m− 2 K− 4 is the Stefan-Boltzmann con-
stant, Ts [K] is the source temperature (heating wire) and Tsur [K] de-
notes the surface temperature. Assuming the emissivity of the sample 
surface being between 0.5 and 0.8 and the source temperature equal to 
the furnace set point (Ts = 1373 K), Eq. (8) yields αf to be approximately 
in the range between 92 and 370 W m− 2 K− 1. However, this equation has 
been derived for parallel plates which does not fully correspond to the 
furnace arrangement, where the heating wire is placed on the top of the 
chamber in a horizontal position, while the sample’s surface is oriented 
vertically. Therefore, lower values of the heat transfer coefficient can be 
expected. A precise determination of the αf coefficient would be prob-
ably a subject of a separate study, because it would be very demanding 
from the point of view of the extent of experimental work necessary. 

Fig. 11. Experimentally determined temperature distribution across the sample during the transient phase of the one sided heating experiment.  

Fig. 12. Comparison of surface temperature evolution during the one sided heating experiment: experimental and computational results based on various values of 
the heat transfer coefficient. 
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Only a constant value was therefore selected for the modeling within 
this paper. Using the least square method based on a comparison of 
experimental and computational data obtained for αf = {50, 55, 60, …, 
90, 95, 100}, the highest agreement was achieved when αf = 85 W m− 2 

K− 1 had been assumed, yielding the sum of squares equal to ~8556 K2, 
which corresponded to an average temperature difference of 26.7 K (◦C). 
Such a value of αf is on the lower limit of the interval estimated before, 
but it conforms to the furnace arrangement. 

A comparison of the heat transfer coefficient identified in this paper 
with other researchers’ findings could be done only roughly, as most of 
the publications referring to this topic are based on unique or specific 
assumptions that are different than those used in the experimental setup 
in this paper. For instance, Shinoda et al. [33] or Yuan et al. [34] pre-
sented the radiative heat transfer coefficient only in standard tempera-
ture range related to domestic heating, being equal to ~5.0–6.0 W m− 2 

K− 1. On the other hand, Manara et al. [35] reported the heat transfer 
coefficient to be strongly increasing with temperature. Dealing with the 
temperatures up to 1100 ◦C, they assumed that the radiative heat 
transfer coefficient might be even higher than 500 W m− 2 K− 1. 

Using the genetic algorithms seeking procedure, the best solution, i. 
e., such a thermal conductivity of the sample, λs(T), that in the inter-
action with the thermocouple set produces the same temperature dis-
tribution like that measured experimentally, was found in 2000 trials. 
The results of the seeking procedure are summarized in Fig. 13, showing 
the convergence history of the objective function. The thermal con-
ductivity function, λs(T), of the best solution found is shown in the same 
figure as well. The numerical approximation using a polynomial func-
tion of the third-degree is given in Eq. (9), yielding R2 = 0.9988. 

λ(T)= 1.569 × 10− 8T3 − 1.442 × 10− 5T2 − 3.802 × 10− 3T + 0.6210 (9) 

The thermal conductivity function is completed by the results of the 
sensitivity analysis, expressing the results variance when limit values of 
the input parameters were assumed in the computational model. These 
values were quantified based on the measurement uncertainties evalu-
ation and considering variance in the temperature field (±8.7%), ther-
mal transport/storage parameters (chromel and alumel ± 1.5%, the 
sample ± 5.4%) and bulk density (chromel and alumel ± 1.5%, the 
sample ± 3.2%), and the heat transfer coefficient (±10.0%). The 
maximal variance of the thermal conductivity values reached 14.8%. 

The convergence of the solution sought is obvious in Fig. 13a after 
~1400 trials, which can be clearly demonstrated by a comparison of 
standard deviations of the trials 1–1400 (= 109570 K2) and trials 
1401–2000 (= 73704 K2). The sporadic trials visible in Fig. 13a with 
disproportionally higher sum-of-square values correspond to random 
mutations that go along with the evolution algorithms seeking 

procedure. The best sum of squares calculated by means of the com-
parison of the experimentally and computationally obtained tempera-
ture distribution (see Fig. 14) reached 9009 K2, which corresponded to 
an average temperature difference of 13.7 K(◦C). Such an agreement 
could be considered satisfactory enough, especially when compared 
with the measurement uncertainties which were 22.7 ◦C in average. 

One can notice in Fig. 14, that the computational profiles are 
smoother than those obtained experimentally as the computational 
model does not introduce any uncertainties and produces pure data. It 
means it is impossible to reach a 100% match between these two 
methods. The computational modeling must be therefore treated only as 
an approximation of the experimental results. Such an attitude can also 
be observed in other research studies [36]. 

3.4. Reduction of systematic errors 

Once the thermal conductivity of the particular constituents of the 
sample-thermocouple system is identified, the thermal conductivity of 
the sample (λs(T)) in particular, the temperature field in the whole 
sample (T(x,y,z,t)) can be calculated. Adopting the same initial and 
boundary conditions as used in the experiment, the overall performance 
of the sample during the measurement procedure can be modeled. Since 
the model also enables to calculate the temperature field without the 
presence of the thermocouple, it makes it possible to predict such a 
temperature distribution which would not be affected by the systematic 
errors. Using a comparison with the experimentally obtained data T(x,t), 
one can then quantify the effect of the thermocouple on the temperature 
field deformation. This quantification can be done under the assumption 
that y = 0 and z = 0 so that T = T(x, 0, 0, t) = T(x, t), which limits the 
temperature field to the thermocouple core wire similarly like in the real 
experiment. The comparison is depicted in Fig. 15a, capturing the 
temperature evolution in the twelve points corresponding to the posi-
tions of the thermocouples. The solid lines in Fig. 15a denote the tem-
perature evolution in the sample with the built-in thermocouple set, 
while the dotted lines show the temperature evolution when the ther-
mocouple set presence is computationally compensated. One can notice, 
that the presence of thermocouples can affect the temperatures recorded 
by up to 64 ◦C, especially in case of positions located close to the heated 
surface. This happens due to the thermal conductivity of metals 
embedded in the sample, that conduct the heat much faster than the 
porous body. Therefore, the temperature increase should be in fact 
higher than recorded, which can be confirmed by comparing the tem-
perature profiles in the positions of 0, 5, 10 and 15 mm. On the other 
hand, the deeper positions are affected by the heat transferred from the 
heated surface via the metal wires, so their temperature is increasing 

Fig. 13. Description of the genetic algorithms seeking procedure: (a) convergence history and (b) the thermal conductivity function λs(T) corresponding to the best 
solution found. 
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faster. This is obvious when the profiles in the positions of 25, 35, 45 and 
55 mm are analyzed. In case of the remaining profiles (75, 95, 115 and 
135 mm) only small differences were detected, as they were not subject 
of any substantial temperature changes within the first 1200 s of 
heating. 

Even if the temperature differences were observed for only a short 
period of time and were restricted mostly to the depth of ~50 mm, the 
further processing of the data measured could be still negatively 
affected. Determination of thermal conductivity, λexp(T), based on the 
double integration (DI) method using the original experimental tem-
perature data [10] is a typical example in that respect. Such a thermal 
conductivity function is depicted in Fig. 15b (labeled as DI (raw)), being 
compared with the solution found by the computational modeling 
approach (λs(T)) and with the transient heat pulse method. Both thermal 
conductivity functions, λexp(T) and (λs(T), were obtained using the ρ(T) 
and cp(T) values as depicted in Fig. 7. Apparently, the processing of the 
raw data provided higher thermal conductivity as it neglected the 
thermocouple presence and the temperature field deformation that 
corresponded to a faster heat transfer. The difference at 200 ◦C was 

found to be 0.491 W m− 1 K− 1, but it reached up to 0.889 W m− 1 K− 1 at 
605 ◦C as demonstrated in Fig. 15b. It means, the relative systematic 
errors accompanying the experimental measurement might represent up 
to 46.1% of the measured value. 

Fig. 16 shows a comparison of the thermal conductivity found by the 
modeling procedure with those reported by other researchers. Unfor-
tunately, an exact comparison could not be done as other results re-
ported in the literature are related to a different sample composition or 
to a different temperature range. Therefore, high alumina cement based 
materials relatively similar to the high alumina cement mortar analyzed 
in this paper were selected for this purpose. 

Espinoza-Paredes et al. [12] reported the thermal conductivity of 
geothermal cementing systems to be between 0.67 and 0.75 W m− 1 K− 1 

between 28 and 220 ◦C. Their values are lower than those reported in 
this paper, but one must consider a different sample preparation pro-
cedure and composition. Ruh and Renkey [37] studied refractory cast-
ables made of high-alumina cement. Their results, ~1.05 W m− 1 K− 1 in 
average between 320 and 800 ◦C, are very similar to those reported in 
this paper, but the thermal history was mentioned as an factor affecting 

Fig. 14. Comparison of experimentally and computationally obtained temperature distribution in the sample during the one-sided heating experiment.  

Fig. 15. (a) Comparison of the temperature evolution in the sample with and without the thermocouple set, (b) comparison of thermal conductivity determined by 
different methods. 
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the results. Lu et al. [38] reported higher thermal conductivity of their 
samples with higher amount of alumina due to an addition of meta-
kaolin. However, the thermal conductivity of 1.75 W m− 1 K− 1 at 400 ◦C 
can be ascribed to a higher density and lower porosity as they intended 
to produce a high performance concrete. Shakhtin et al. [39] reported 
the thermal conductivity of mullite-corundum refractories with Al2O3 
content of ~78% to be 1.30 W m− 1 K− 1 between 600 and 800 ◦C, which 
is a very good agreement with our results. Choi et al. [40] investigated 
alumina cementitious materials, reporting their thermal conductivity to 
be 0.89–1.33 W m− 1 K− 1 at 25 ◦C. Unfortunately, the dependence of the 
thermal conductivity on temperature was not reported. Similarly, 
dealing with thermal properties of aluminate cement paste with blast 
furnace slag, Cheng et al. [41] reported its thermal conductivity at room 
temperature to be between 0.40 and 1.03 W m− 1 K− 1, depending on a 
treatment temperature. Ukrainczyk and Matusinovic [42] studied ther-
mal properties of hydrating calcium aluminate cement pastes. In the 
temperature range of 20 and 80 ◦C, they reported the thermal conduc-
tivity to be 0.96–1.09 W m− 1 K− 1, which is also very similar to the re-
sults found within this paper. 

Based on the above mentioned, one can conclude that the compu-
tational technique presented in this paper is able to reduce the system-
atic errors accompanying non-equilibrium thermocouple measurements 
and make the thermocouple applications more reliable. This can be 
considered as its main added value, as compared with the experiments 
performed in a common way. 

4. Conclusions 

The utilization of thermocouples for determination of thermal 
properties or monitoring thermal performance of building materials is 
quite common nowadays. However, a higher number of thermocouples 
in a sample, e.g., in case of a non-equilibrium temperature field deter-
mination, goes along with systematic errors due to much higher thermal 
conductivity of metals than that of a porous body. This phenomenon was 
considered as a serious drawback of using thermocouple systems in the 
field of building materials engineering so far. Therefore, in this paper a 
method based on computational modeling of heat transfer was intro-
duced to overcome this problem and to provide an added value for 
thermocouple measurements. 

The practical applicability of the method was demonstrated on an 
experimental investigation of a high-alumina cement mortar, which 
underwent a one-sided heating. The temperature field recorded during a 

transient heat transfer mode was subsequently analyzed to determine 
the thermal conductivity as a function of temperature. The computa-
tional model, representing an exact replica of the experiment, was then 
used to find such a thermal conductivity of the sample, that produced 
the same outputs as the real experiment. Since the model treats the 
thermal conductivity for all components of the sample-thermocouple 
system separately, the found solution related solely to the material of 
the sample can be considered as more accurate, being less affected by the 
systematic errors that are related to the presence of the thermocouple. It 
was found that the distortion of the temperature field might reach up to 
64 ◦C which, after further processing, significantly affected the thermal 
conductivity calculated. The differences in the thermal conductivity 
functions were highest at 605 ◦C, accounting for 0.889 W m− 1 K− 1. 
Comparing the experimental and computational results it can be 
concluded, that the computational modeling contributed substantially 
to the reduction of systematic errors, which originally accounted for up 
to 46.1%. It is important to note that such a high value reflected the non- 
standard experimental setup used. Possible discrepancies between 
physical and mathematical models due to some simplifications adopted 
could also affect the obtained results. 
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